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-- Sectioni1

INTRODUCTION

The National Oceanographic Data Center (NODC)
has an obligation to archive stratification data. This task

involves coping with modern electronic STD and CTD measure-

ments. The details of performing the modern measurements -

are examined, and the means by which NODO may cope with them

are described, in this report. This report constitutes a
preliminary step in defining a new system to automatically
accept, store and disseminate STD/CTD data.

1.1 STRATIFICATION

Stratification is an important tool in the study
of the oceans. In its narrowest sense, stratification is

the vertical distribution of 'temperature, salinity and the
* .resultant density.. The vertical coordinate may be depth or

pressure (the two parameters are related by the hydrostatic
equation) but pressure is required for the calculation of in

situ density and other dynamic parameters. Temperature,

salinity, density and pressure are of primary use. They
indicate the location of water masses, which are unique

combinations of temperature and salinity, that can be traced

thousands of kilometers in -some cases. The horizontal

distribution of density stratification represents informa.-

tion about the distribution of gravitational forces that
effect the vertical shear of horizontal velocities. Inter-

nal waves, which store vast amounts of kinetic energy in the

ocean, have properties which depend upon the density strati-

fication. For all these purposes a knowledge of stratifica-

* tion is required.



In a broader sense, stratification may refer to
the vertical distribution of any parameter. The applica-

tions of such data are as varied as the number of parameters.
For this report the term stratification will be used in its

narrow sense with only occasional reference to some of the
other, less frequently mieasured, parameters (such as
dissolved oxygen, nutrients, sound velocity and horizontal
velocity) whose vertical distributions are also of interest

in present oceanographic research.

1.2 MEASUREMENTS

The technique for measuring the ocean stratifica-

tion has undergone a radical change in the past two decades.

Formerly, samples of salinity, temperature and pressure

could be obtained only at a few, discreet locations in the
vertical. These "classical" measurements involve instru-

mnents arranged on a cable. Temperature is determined by
reversing thermometers. Salinity is determined from a
titration for chloride on a water sample trapped in a water

bottle (e.g., a Nansen bottle). Pressure is determined from

a second reversing thermometer not "protected" from pressure

effects. The entire process of deploying and reading the
i nstruments and recording the data is time consuming and

tedious. It has to be repeated for every station and -for
deep basins several times per station. (Throughout this
report a station is taken to mean data representative of a

single geographic position for a single point in time. it

is understood that, there is some breadth to both the space
arnd time coordinates).
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The past two decades have seen the development

of electronic devices that can measure and record tempera-
ture, salinity and pressure continuously. Temperature

measurements are based on platinum thermometers. Pressure

is determined from strain gage transducers. Salinity is
based on measurements of ocean water conductivity. The

sensors are combined in a watertight unit that is lowered
through the water and which transmits data to the ocean

platform through a conducting cable. The various devices
are called STDs, CSTDs and CTDs. With these instruments a

station, which can now include thousands of observations,
can be accumulated automatically and more rapidly than with

the classical instruments. The popularity of these instru-

ments is not surprising.

1.3 THE NATIONAL-OCEANOGRAPHIC DATA CENTER

The National Oceanographic Data Center (NODO)
is an element of the Environmental Data and Information

Service (EDIS) of the National Oceanic and Atmospheric
Administration (NOAA) of the United States Department of
Commerce. According to its mission statement, NODCis

"concerned with the development of a national marine data
base, including acquisition, processing, storage, and
retrieval of marine data and information generated by
domestic and foreign activities..."1 (NOAA, 1978). As- one
facet of meeting the stated -obligation, NODC has generated
and continues to maintain a. file of classically measured
stratification data called the Serial Depth Data file. Data

documentation, quality control and data management require-
ments for modern STD/CTD. data are all sufficiently differ-
ent, however, that the Serial Depth Data file can not be
expanded to include them. To fulfill its mission NODC must

develop a new system.

1-3



1.4 OUTLINE OF REPORT

The data documentation requirements for the

new system are derived in this report based upon an exami-

nation of methods of data collection and methods of data
processing. Although the observations from all STIs and

CTDs provide relatively continuous density stratification

information from electronic measurements transmitted to an

ocean platform via cable, they have little else in common.
They differ in actual vertical sampling interval, measure-

ment accuracy, measurement noise, sampling procedure,

digitization, salinity determination, *inclusion of addi-

tional parameters, and instrument characteristics including
type of conductivity cell and use of additional temperature

sensors. These items will be defined and discussed in the
following sections. Data quality depends upon the items

summarized above, so that proper data documentation must

accommodate all of them. Proper data documentation then

allows a single data management system to handle STD/CTD

data which is quite diverse in quality.

The quality control and data management require-

ments for the new system are derived from an examination

of the uses to which disseminated data might be put and the

techniques available for data quality control.

One section is devoted to each of the f our sub-

jects influencing the requirements for the new system:

measurement techniques; processing techniques; the secondary

user; and testing data. Throughout each section reference

is made to the STD/CTD stratification archive NODC must

create whenever points are presented that bear upon it.

These points are pulled together as recommendations in the

final section of this report.
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Section 2

SUMMARY OF MEASUREMENT TECHNIQUES

This section describes ways in which STDs and
CTIs have been used. It is essentially a historical treat-

ment. In general, it is not an attempt to instruct the

reader to follow a particular set of procedures.

2.1 INSTRUMENTS

According to the Ocean Science Committee's ad hoc

Panel (1973), the majority of instruments in use in 1973
were made up of three models of STDs manufactured by Plessey

Environmental Systems (now Grundy Environmental Systems,
Inc.), the 9006, 9040 and 9060. Together they amounted to

nearly 80% of the instruments in use among respondents to
that survey. The remaining instruments were distributed

among 15 other models, two by Plessey and 13 by other
manufacturers. Ten of these models were uniquely repre-

sented in the survey. Since that time, the Neil Brown CTD,

originally one of those singly-used instruments, has blos-
somed in popularity and is now one of the most widely used
instruments? Moreover, Grundy presently has a new model,
the 9051. Rather than deal explicitly with every instrument

ever used, the characteristics of the 9006, 9040 and 9051
STDs, and the Neil Brown CTD are taken to be typical. The
variability existing among these devices is taken to be

typical of the variability in the data available to NODC.

Throughout this report the terms accuracy, re-

solution, precision, noise and repeatability are used to

2-1



assess data quality. If the same signal were measured

repeatedly by an instrument or technique the measured
values in general are distributed about a mean value with a

variance s2. The value of s is then a measure of the
repeatability of that instrument or technique. In this

report the term repeatability is used interchangeably with

the terms noise level and precision. The difference between
the distribution's mean value and the value of the signal
according to some fixed standard is then the accuracy of the
measurement. A separate property from either the accuracy

or precision of an instrument or technique is its re-
solution. Measurements in general cannot be assigned values

continuously in any range, but instead take on more or less

closely spaced, but discreet values. The separation of
possible values for the measurement is the resolution of the

instrument or technique.

The manufacturer's specifications on sensor

response times and data accuracy and precision for the
devices are given in Table 2.1. Both accuracy and preci-
sion improve down the table.

Differences in these four instruments besides

accuracy, precision and time response have some influence on

the data. The salinity sensor of the STD is actually a

conductivity sensor with electronic networks that suppress
transients and attempt to compensate for the effects of

temperature and pressure on the conductivity measurement.
The temperatures used for this correction enter the network
at three different points and come from three different

sensors none of which has its measurements recorded. The

original conductivity measurement is lost in the process.
The 9051 now reports conductivity separately as do the

2-2
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CTDs. The CTD contains no circuitry to provide salinity.

The CTD does contain an additional, fast response, ther-

mister to reduce time lag problems. Its measurements of

rapid temperature changes are added to the platinum ther-

mometer measurements before recording. A similar extra

sensor is now available as an option on the 9051.

Data is transmitted to the ocean platform contin-

uously by multiplexed, analog, frequency modulated (FM)

signals in the 9000 series instruments. A limited frequency

band is assigned to each parameter. The multiplexing then

allows all parameters to be transmitted* simultaneously. At

the platform, signal sampling is variable. Temporal re-

solution is limited by the necessity for a counting interval

long enough (-.1 to .3 sec) to distinguish meaningful

frequency differences, although techniques of period count-

ing and frequency multiplication exist which can reduce this

time by more than an order of magnitude. The Neil Brown CTD

first digitizes the sensor outputs every .032 sec and then

transmits the data in "TELETYPE" format using frequency-

shift-keyed (FSK) modulation. Its temporal resolution is

therefore fixed at .032 sec.

Some expansion i-n the number of parameters

measured in a data cycle (or scan) is possible with ei-ther

system. Besides the dissolved oxygen and sound velocity

measurements already available as options, one might expect

to see the addition of such parameters as time, pH, nephel-

ometry and water velocity components sometime in the future.

Not mentioned in this treatment are the great

variety of shallow water type STDs and CTDs in common use in

estuarine and coastal studies. These devices typically are

2-5
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less precise since tbey are designed to respond to larger

dynamic ranges. Nonetheless, they constitute an important

contribution to the STD/CTD archive to be established at

NODO.

It must. be emphasized that the manufacturers'

specifications in Table 2.1 apply for optimal conditions.
In general, at sea measurements rarely achieve these stan-
dards due to other sources of electronic noise, compromises

in the rate of recording data, dynamic errors introduced by

differences in sensor response times when passing through
high vertical gradients, and sensor drift between calibra-

tions. Not only do these factors degrade data quality from

manufacturers' specifications, but they also add to the

variability in data quality between separate uses of an

identical model. These points are discussed in more detail

in following sections.

2.2 DATA LOGGING

The instruments described above are just one part

of a data collection system. On board the ocean

platform the data are received and are displayed, plotted

and/or recorded. During this step the resolution of

the logged data can be degraded seriously from the optimum

resolution of which the instrument is capable. -An analog

trace might be produced to' give an immediate picture of the

stratification. This would be extremely useful in deciding

on the course of a cruise, but might depend upon the

tedious, and resolution-limited, process of manual digiti-
zation for further processing and analysis. In another case

the data may be read and stored automatically as they are

2-6 1 J



plotted but at intervals large compared to the sampling rate

in order to save space on a storage device. This method

removes much of the tedium and some of the imprecision but

discards data that would be useful in reducing both system

noise and aliasing by high frequency components. Finally,

all the data which the instrument is capable of resolving

may be recorded, either in. digital or analog form, so that

signal processing procedures can be employed to produce data

of the highest possible quality at whatever temporal or

spatial scale is of interest. Clearly this last is prefer-

able.

All three approaches outlined above are used to

obtain the data that will reside in the NODC archive.
Early models of digital data loggers (e.g., Plessey, 8114)

sampled frequencies in the various bands sequentially and
thus the user was not able to avoid data loss. The new

models can avoid data loss. The Grundy 8400 Digital

Data Logger, an option for use with the 9051 system is an

example. It can count cycles over time intervals of .01 to

* 10 sec according to user needs (but typical intervals are .1

and .3125 sec). The user may specify the number of scans

recorded per second so that data loss can be avoided.
However, arbitrary selection of these two parameters can

still result in data loss. -For example, if frequency is
determined by counting cycles over a .1 second interval,-and

this is done once each second, 90% of the data are lost.

Even when the selection is done carefully, one

must choose between widely spaced points of high precision

and closely spaced points of low precision. Resolution is

limited by least count error, i.e., the difference between

the total, fractional, number of cycles that fit in the

interval and the smallest number of whole cycles that might

be counted in the same interval. The difference may be

2-7



most of a cycle. Thus a resolution of one part in 1C)3

requires counting 10 cycles, which amounts to most of a

second since the STD transmits in the kilohertz range. As

mentioned, high precision frequency determinations can be

made in shorter times (hence, more closely spaced in the

vertical) if period counting or frequency multiplication

techniques are used in the data loggers. Period counting

uses a crystal clock to generate pulses in the megahertz

range that can then be counted to a resolution of one part

in 103 over the course of a few data cycles. Frequency

multiplication scales the transmitted frequency up by one or

two orders of magnitude before counting so that 103 cycles

can be counted in less time. "Home made" data loggers

implementing these methods have been built at several

institutions for various applications, including the

Woods Hole Oceanographic Institution in Massachusetts and

the National Institute of Oceanography in Wormley, England.

CTD data are generally operated on by com-

puter to produce digital tapes for subsequent processing.

Data logging rates are programmed in and are entirely up to

the user. The same care to avoid losing data must be

expended.

In summary it is noted that many data log-

gers, developed in house at some institutions or produced by

several different manufacturers, are available. They

produce data in many formats. The multitude of formats

constitutes only a minor problem because reformatting can

usually be performed to produce a tape that can be read at

NODC. The most serious problem introduced by the selection

of a data logger is that due to discarded data.

2-8 i



2.3 DEPLOYMENT

Most often these instruments, are used for verti-

cal profiling. The vertical resolution of the resulting

profile depends upon the sampling rate of the data logging

device and the rate at which the instrument is lowered

through the water (the drop. rate). For STDs interpreting FM

signals by counting 4cycles over 0.33 sec, typically, the

appropriate sampling rate is 3 times per second. For a

reasonable drop rate of one decibar per second, the STD can

provide a data point every .33 dbar. Because of dynamic

errors in salinities measured by STDs due to temperature

sensors lagging conductivity sensors, a 1 dbar sec - 1 drop

rate in regions of rapidly fluctuating gradients usually

produces many salinity "spikes" in the record. The user

responds by reducing the drop rate to about .3 dbar sec - 1 .

Problems associated with the slower rates (cf. Scarlet,

1975) including ship's roll are more subtle and rarely

affect the user's decision on drop rates. A .3 dbar sec- 1

drop rate provides a point every .10 dbar. (With a .3 sec

counting interval and a 3000 dbar sensor, the 9051 data

logger can digitally resolve 0.1 dbar, but the sensor noise

is .60 dbar and the actual depth may be off by 3.00 dbar).

At such drop rates it takes about two hours to profile 2000

dbar. The CTD on the other hand does not compute salinity,

so dynamic errors can be eliminated by signal procesaing

procedures at a later step. A CTD will generally be dropped

at 1 dbar sec- 1 and provides a point every .03 dbar, yet

still takes just over one half hour to profile 2000 dbar.

(For a 3200 dbar sensor the noise is only .04 dbar though

the actual pressure may still be in error by 3 dbar, as

above).

There is an upper limit on drop rates set by

the terminal fall velocity of the instrument. Unwinding

2-9



the cable too rapidly may cause loops and kinks to develop
that could result in loss of the instrument. Slower drop

rates are in order while profiling within a few meters of
the ocean floor.

After the device has been lowered to the desired
depth it must be -returned to the surface, so users often
record data (an "uptrace") on the way. The underwater unit

is designed *with the sensors near the lower extremity so
that they lead the entire package through the stratification

during lowering. On the return the sensors fall in the wake

of the device and thus are deemed capable only of measuring

some perturbed version of the actual stratificat'on. Other

reasons for using only the downtrace are related to the

thermal lag of the massive pressure case of the instrument.

Early instruments were apparently designed with the usual
warm to cold stratification imn mind and thermal effects on
the internal electronics assumed the instrument was warmer
than the water it was trying to measure.

Most users do not profile to the sea floor of the

deep ocean basins. Their primary concern for high vertical

res'olution lies in the main and seasonal thermocline of
the upper one or two thousand meters, or the shallow coastal

regions. This is reflected in the choice of pressure sensor

ranges as, for example, listed in Table 2.2 for the pur-
chasers of the Neil Brown CTDs.

Some applications of the high vertical resolution

measurements call for a 'time series of vertical profiles.
In this use the instrument is raised and lowered ("yo-yoed")

to some shallow depth In rapid succession. These pro-
files can be treated as separate casts for inclusion in a

2-10 D
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TABLE 2.2

Neil Brown Instrument Systems, Inc.

Pressure transducer survey, 1976 - 1979

PSI Decibars % of Units Sold

300 206 2

500 344 9

1000 689 2

1500 1034 10

2200 1516 23

7 4400 3033 15

8850 6102 39

100

Source: G. K. Morrison, NBIS, personal communication
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st ratification archive such as is planned here. Other

applications, such as horizontal profiles (tows) require
time or distance as an independent variable and are con-

sequently quite distinct from vertically profiled data.

2.4 CALIBRATION DATA

Components of the various circuitry in these

instruments change electrical and/or physical properties to

some degree with use, especially under taxing operating

conditions. Consequently, the accuracy quoted at the time

of purchase may decrease during operation. Periodic re-
calibration is required. This is usually done in precise
environmental tanks either at the user's own facility or by

the manufacturer. In either case, the date and results of
A such a calibration for each sensor in use during a cruise,

is a matter of interest.

Calibration shifts are often not uniform drifts

between calibration points. At the very least, shipping the

instrument to the ocean platform can be hazardous to its

calibration. Thus interim standardizations are also requir-

ed in the form of comparisons to "classical" oceanographic

measurement procedures such as water bottle samples with
deep sea reversing thermometers for salinity, temperature

and pressure. This data is usually acquired by performing

traditional Nansen casts at or near the STD/CTD station, or

by placing water bottles on the very cable that connects the

electronic instrument, or, finally, by placing water bot-

tles, that can be triggered by command from the ocean

platform, directly on the instrument (e.g, a Rossette
sampler). This last method enjoys the advantage of mini-
mizing the spatial and temporal separation between the

STD/CTD measurement and the standardization point. However,

2-12
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rq
it requires that the instrument come to rest for a few

:iin.:es to allow the thernometers to equilibr te. To avoid

bottle breakage or sample contamination caused when closed

water bottles are brought through increasing pressures,

these data are often taken only during the uptrace.

This creates the problem of standardizing the downtrace with

data from the uptrace.

Another method that has been used does not depend

upon nearly simultaneous classical measurements. It uses

the fact that historical T, S relations in particular deep

water masses are extremely stable and well defined. The

validity of the temperature measurement and the steady state

of the deep water is implicitly assumed. The results of any

of these comparisons that are available are of interest to

anyone using the data.

Ancillary measurements made on the water samples

such as dissolved oxygen concentration, pH, dissolved

silicates and other dissolved nutrients constitute a data

set that can be carried along with the calibration data for

a more complete archive at NODC.

2.5 NUMBER OF STATIONS

A. characteristic of the data collection that must

be of concern to the data archival at NODC is the quantity

of data that exists and that may be expected over the next

years. An order of magnitude estimate is presented here.

Assume the number of STD units in service has

increased by 15 units per year over the last ten years.

Although STDs have actually been in use over 15 years, the
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lower time figure was made to take into account that . e

probably increased slowly at first. Assume further, that

each unit profiles 200 stations per year. The number of

stations in existence should be about 150,000.

For the CTD, assume 100 units are now in service

and that this number has been reached by an increase of

20 units per year over the last 5 years. Assume that each

CTD unit is involved in 400 stations per year. The stations

already in existence should number 100,000.

If present rates of growth continue over the next

5 years the total nu:aber of new stations taken would be

540,000 which must be added to the already existing 250,000.

Thus the number of stations could triple in the next 5 years.
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Section 3

SUMMARY OF PROCESSING TECHNIQUES

This section describes ways in which raw data

obtained from STIs and CTDs have been processed to final

form. As with the previous section, this is an historical

approach. Once again the reader is cautioned not to inter-

pret this account as a step by step instruction manual in

the processing of STD/CTD data.

3.1 EDITING

Spurious values are often contained in the

raw data. They are caused by such problems as kincked

conducting cables, occasional computer bit failures, tran-
sient electrical power surges, dirty or corroded slip rings

and other such common phenomena. To the extent that the
spurious values are random, they can often be distinguished

from the uncontaminated data which generally fall within

definable relationships and constraints. The spurious data

can be immediately rejected as unrealistic.

The editing process discovers and deletes the
spurious points and can be performed in a number of ways.
Historically, for the traces that were manually digitized,

editing was done by eye as the operator omitted the spikes.

Some of this type of processing probably still occurs. For

digital records, data can be tested for values that fall

outside absolute limits defined for each sensor. Data can

also be tested for differences between successive obser-

vations that exceed a defined maximum allowable value for

each sensor. Additionally,, points may be deleted if they
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are several standard deviations from a norm. There is one

class of spurious value that occurs in the salinity trace

called a "transient" or "salinity spike" which is not

random in nature but is caused by the difference in time

constants of the temperature and conductivity sensors.

This source of error can often be modeled to provide a

better estimate of the real values. This process is dis-

cussed in a later subsection.

By whatever process, data from STDs and CTDs

should be edited by the primary investigator who is in

the best position to know which tests for spurious values
are appropriate. His procedures should be documented and

submitted with the data to NODC.

3.2 SMOOTHING

*The signals produced by the sensors always

include random noise at levels indicated by the manu-

facturor. Noise can also be introduced at any step up to

and including the recording process. Noisy profiles can not

be improved by editing because the levels involved usually

are small enough to keep the measurements realistic by both

absolute range and maximum difference criteria. In ad-

dition, given enough samples, the measurements contaminated
*by noise can give information about the mean and, with an

estimate of the noise level, possibly the variance of the

actual prof ile. The averaging of several points along a

*limited portion of the profile or other techniques that

smooth the profile (i. e., decrease the contribution of

high wavenumber components to the profile) constitute an

important step in processing the data.
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Some degree of smoothing is likely to be performed

for most profiles from STDs and CTDs, but the effects of the

smoothing can not always be quantified. The manually

digitized trace is smoothed by an intuitive process that

differs from one person to the next and, probably to a

lesser degree, from one pass to another by the same person.

In these cases, neither the number of points averaged

nor the high frequencies (or wavenumbers) filtered out

of the record can be specified. The noise is reduced by

this method but to an unquantified degree. On the other

hand, recorded data can be smoothed or filtered by al-

gorithms with precisely known properties. Smoothing should

be performed after salinity spikes and other deterministic

errors have been removed, as discussed in the following

sections. However, this is not always done.

The process selected is of interest to those who

use the data as secondary investigators. For example, if a

profile. is to be analyzed in vertical wavenumber space, the

spectral characteristics of the running mean applied during

data reduction must be known.

3.3 TIME LAG CORRECTIONS

The sensors on these instruments do not respond

perfectly to environmental changes. The response of a

sensor is often well modeled. by an exponential decay func-

tion. The decay constant, or time constant, of this func-

tion is a measure of how quickly the sensor responds to an

impulsive change in the environment. The time constants for

any two sensors are likely to be different and the differ-

ence in time constant between the conductivity and temper-

ature sensors controls both the accuracy and the precision

of the salinity calculated from them. The exponential

decay model allows one to correct for much of the difference
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but temperature and conductivity time series data are re-

quired. They are not available from the 9006 or the 9040.

3.3.1 Salinity Reporting Instruments

If conductivity time series are not available,

salinity spikes that occur at depths of sharp changes in

vertical temperature gradient can often be removed by an

editing process as described in Section 3.1. However, sus-

tained salinity offsets in depth intervals of large sustained

temperature gradients can not be corrected in this way. The

STD manufacturer does supply an algorithm to estimate this

offset (Hytech, 1967):

Se  = .35 (M.V.S.a) (3.1)

where Se = salinity offset (0/oo)

M = sea water vertical temperature gradient (OC dbar - 1 )

V = drop rate (dbar see- 1 )

.35 = time constant of platinum thermometers
in temperature compensation circuit (sec)

= temperature coefficient of conductivity
(G) of sea water ( G/G per Oc)

S = salinity (0/oo)

At 5oC, S -a is equal to one and varies slightly at other

temperatures. The use of such procedures has been very

common, especially among early STD processors. The use of

such a correction during processing of a data set supplied

to NODC is an item of Interest to the secondary users.
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The manufacturer provided sensor time constant of

1.35 see may not be effective for the data collection system
as a whole and an independent estimate of the effective time

lag (i.e., time constant difference between temperature and

conductivity sensors) may be necessary. Dantzler (1974)

calculates that for certain simplified, but not unreason-

able, conditions, the time constant difference can be

determined by the salinity offset observed between a rapidly

and a slowly lowered STD.

S S t (Is T (3.2)

e fast slow (aT C t

where S(t) is the time series of salinity

T is temperature (OC)
t is time (see)

T is the time lag = conductivity time constant-

temperature time constant (see).

overbar denotes time average

SCas = the dependence of salinity on temperature

for a fixed conductivity (o/oo OC-l).

= a S in equation 3.1

The conditions assumed are that averaging is performed

over periods long compared to the effective response times

and yet short enough that the variance about a constant

*, value of the actual salinity time series is negligible

compared to the offset due to the time lag. For .5 sec

I sampling in the thermocline of the western Atlantic, he
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finds 7 sec an appropriate averaging period. He then
finds an effective time lag of magnitude .6 sec.

Dantzler calls this procedure a dynamic salinity

calibration, and warns that salinity spikes must not be
edited before performing the averaging. While this pro-

cedure greatly enhances the accuracy of the salinity record,

the smoothing is rather severe. For the lowering rate of

his data (1.17 dbar sec-l), 7 sec averaging provides a

vertical resolution of only 8.2 dbar. Whether such a

dynamic calibration has been performed should be indicated

to subsequent users.

For temperature and salinity data in time series

and for small time constants, much greater vertical resolu-

tion can be maintained using a method outlined by Scarlet

(1975). He calculated a (as in equation 3.2 and as ap-

proximated in equation 3.1 by the product M.V) over the

time of just a few scans. For scans separated by a time

interval of 6 , E is determined by an average over N points

(N>l) and is given by:
TN6 I (n+N-1)i$

9t 2_ s 1 T  + [(n+N)6J T (n-l) - T (n)6]

(3.3)

N-i
and is appropriate at the (n+ ) th scan. Scarlet (1975)

uses N-1 for time constants shorter than several 6 • He

gives

as -S
9Tc =  (0.028-0.00032 T)

and then calculates the salinity correction using the

right hand side of equation 3.2. For noisy data or data
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with time constants larger than several scans, he suggests

a least squares slope approximation to - . This procedure

should be used on data whose salinity spikes have not been

removed. Then the value for T can be adjusted until the

spikes are minimized. This estimate of T does not then

require the large averaging, nor the rapid and slow drops,

needed for Dantzler's (1974) method. Scarlet is able to

maintain 2 dbar vertical resolution, and finds an effective

T of .16 sec for the 9040 STD. The form of IT-, the

value of N, and the estimate of T should be indicated

if Scarlet's (1975) method is used to correct time lags

of STD data.

3.3.2 Conductivity Reporting Instruments

Conductivity is available from the CTD and from

the 9051. It is available from the 9051 in time series form

if the data logger uses a counting interval long enough to

allow a data record and record gap to be written on tape.

Otherwise scans are lost. The CTD data logging program must

also be fast enough to prevent lost scans. Then a response

correction model, such as described below can be applied.

The treatment summarized here is from Fofonoff

et al. (1974). The time response of the temperature probe

is assumed to be of the form

dT 1(T -T) (3 4)

where T is the measured temperature, To is the true temper-

ature at the time of the conductivity measurement and T is

the time lag.
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The equation can be solved for the true temperature at the

time of the conductivity measurement,

= +~dT (3.5)

and some improvement can be obtained in the response of the

temperature sensor. Estimates of -t from first differences

tend to be noisy, so the profile is first smoothed over N
points (cf. Scarlet, 1975) before calculating the time

derivative used in equation 3.5. The value for T is the
effective response time of the temperature sensor and

circuitry compared to that of the conductivity cell and

circuitry. As such, the manufacturer's estimate of time

the parameters N and Tare selected to minimize salinity

spikng. Thetimecorectd tepertur isthen used

with the conductivity measurement to calculate a clean

salinity profile.

This algorithm improves the accuracy of the

temperature record. However, it decreases the signal to

noise ratio-of the overall record due to its amplification
of the noise-dominated, high frequency end of the measdre-

ment band. The signal to noise ratio can be improved by
applying a low pass filter after the time lag correction

(Fofonoff et al., 1974).

For subsequent use of the data it is important

to document the time lag correction scheme employed, if
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any, the number of points (N) involved in the smoothing,

I the effective time lag (T ) chosen and any low pass filter-
ing performed following the correction.

For data recorded sequentially rather than simul-

taneously an extra step interpolating observations to

common times should be taken before time lag corrections.

Such a scheme is devised by Roden and Irish (1975).

In the above methods, Tr is an adjustable parameter

(cf. p. 3-7) whose value is set based upon the elimination

of salinity spikes in portions of the water column where the

vertical temperature gradient undergoes a rapid change.

There is some ambiguity in the choice, with several multi-

ples of a scan interval giving seemingly equal amounts of

residual spiking. For example, Fofonoff et al., (1974)

indicate that time lags of 5, 6 or 7 scans (.16 to .22 see)

give indistinguishably acceptable results. Joyce (1976)

develops a relation between the error in an estimate of the

time lag and the drift with frequency (or wavenumber, if the

drop rate is constant) of the phase between temperature and

salinity gradients. He observes less phase drift with a

T Of 5 scans (.16 sec) than with 6 (.19 sec) or 7 (.22 see)

scans thereby making 5 scans the best estimate.

With the fast response temperature sensor now on

CTDs, the time lag is much smaller (on the order of 1 scan)
and the benefit of the more complicated phase drift test is

less apparent. However, a problem with the combined tempera-

ture signal is that it is. not so well described by the expo-

nential decay model used throughout the above discussions
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Ki Illard et al, 1979). The data needs to be treated by a
different filter, with empirically determined weights, to
get the proper time and frequency responses to describe

features as fi~ne as the one meter scale and finer (Horne and

Toole, 1980).

3.4 CORRECTION FOR HEATING BY THE CONDUCTIVITY CELL

Even with perfectly matched sensors, salinity

spikes can be produced by the heating (cooling) of water
within the conductivity cell by the cell head itself. The

temperature of the conductivity cell does not respond
perfectly to temperature changes in the' environment. This

produces a transient temperature difference between the cell

and the water in the cell. If the cell passes through the

water slowly enough, the water in the cell will gain (lose)
sufficient heat from (to) the cell to affect the conductiv-

jity measurement. Since the temperature sensor is located
elsewhere, this temperature change will go unmeasured and

the conductivity increase (decrease) will be assigned to an

increase (decrease) in salinity. The result will appear as

a salinity spike in portions of the water column where the
descent (ascent) rate is near zero.

Scarlet (1975) finds such spikes in his STD

data. These spikes ought to be removed before any averaging

is done with the data (but after time lag corrections have

been made). A procedure for removing them is described by
Scarlet (1975). He employes a "latch" type filter which
passes only increasing pre'ssures. This effectively removes

the heating effect but tends to eliminate points necessary

to give the proper average lag corrected temperature
(Scarlet, 1975). The occurrence and subsequent removal of -
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su.ch spikes is of interest to the secondary user. Such

spikes are less a problem with the CTD which tends to be

lowered through the water more rapidly. The smaller con-
ductivity sensor head of the CTD is not an advantage because

the water volume enclosed is also much smaller.

3.5 PRESSURE SORT

In general data are not stored as a time series,
but a pressure series. Since the instruments actually

respond in time ship roll modulates the lowering rate. Rate

changes and even reversals may occur in the pressure time
series. Some filtering is necessary to produce a pressure

series.

One process that is employed is to interpolate to

the desired pressure values. The noise of such interpolated
values could be quite high if only two points are used. if

interpolation is to be done, as many points as possible

should be used to reduce noise. For example, ten points

above and ten below the value can be used to calculate a
least squares line. Both the interpolation scheme and the
number of points involved would be of interest for sub-

sequent use of the data. The choices should be made to

minimize the loss of data.

Another method is. to average all values in a
given pressure interval. This does not throw data away

but the. pressure series produced may not be entirely
uniform and the number of points averaged may vary greatly

from one interval to the, next depending on the drop rates.
For data quality to be assessed, both the typical number of

points per pressure bin and the range of the numbers would
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.,e of interest. This informnation is usually not provided

with the data. Empty bins are sometimes filled in by linear

interpolation between existing bins. If this is done it

should be documented and the number of bins that were filled

should be indicated. Indicating individual interpolated

bins is even more useful.

3.6 CALIBRATION OF TEMPERATURE AND PRESSURE

Results of the laboratory calibration procedures
mentioned in Section 2.4 are often implemented by the

use of formulas that relate the correction of the sensor
measurement to the temperature and/or* the pressure under
which the observation is made. (Relationships to salinity
are rarely large and are usually undesirable). These

corrections are usually applied in the processing stage.
This information may be of interest to subsequent users of
the data.

Between laboratory calibrations, the validity

of the formulas can be monitored by comparison to classical
measurements, as mentioned. The STD/CTD temperature and
pressure can be compared to measurements by protected and
unprotected deep sea reversing thermometers. The precision

of these d.evices (±.010C and +95 dbar) is less than the
target accuracy of the electronic measurements. (e..g.,
.0040C and 1 dbar) in some applications, but a sufficient

number of observations can greatly improve the estimate of a

mean correction . If deep sea reversing thermometer preci-

sion is all that is required, only a few measurements need
be made. There is great variation in the target accuracies

for which collectors of the data aim, and this is reflected

in the number of standardization measurements they make.
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Experience shows, however, that the temperature and pressure

sensors are rather stable and usually drift little during

I the course of a cruise so corrections can then be determined

over several stations. In this way the number of available

standardization measurements is greater than the number

collected during a single station.

Care should be taken when standardizing the

temperature sensor to allow for the difference between the

1948 International Practical Temperature Scale (IPTS) and

the 1968 IPTS. The two scales differ (e.g., by .0030C at a

temperature of 30C). The difference has been approxi-

mated by Fofonoff et al., (1974) using a quadratic equation

in the range 0 to 300C.

T48 = T6 8 + 4.4x10- 6 T6 8 (100 - T6 8 )

T6 8 is the 1968 IPTS temperature (as measured by

the CTD, for example)

T4 8 is the equivalent 1948 IPTS temperature.

The scale in use during calibration procedures should

be specified to NODC for both the electronic sensors and

the deep sea reversing thermometers, if used. The distinc-

tion again becomes important when making use of the salinity

algorithms which are based on temperatures calibrated against

4 the 1948"IPTS.

The accuracy of the pressure reported to NODC is

greatly affected by a conversion to depth in the processing

stage. As has been indicated, the STD and the CTD measure
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pressure. Classically, the vertical coordinate has been

depth and there is a tendency among many users to convert

pressure measurmenets to values of depth. Many different

algorithms of differing accuracy are used in the conversion.

If depth is used to calibrate the pressure sensor and/or if

depth is reported to NODC in lieu of pressure, the algorithm

chosen should also be reported.

Neglecting vertical motions, an increment in

pressure (dp) is related to an increment in depth (dZ)

exactly by the hydrostatic relation

dp = g p dZ (3 . 6)

where Z f depth in meters (increasing downward)

g= acceleration of gravity (a function of
location and depth)z 9.8 m sec

- 2

• =density of water (in general, a function
of location and depth) z1025-1045 kg m

- 3

p = pressure in nt m
- 2

A convenient unit for pressure is the decibar

(dbar) which is 10 4 nt m - 2 . If P is pressure in

decibars

dP = 10-4 dp = 10-4g p dZ • (3.7)

If pressure, P, and the density profile, p (P),

are measured, the.depth Z* at pressure P* can be evaluated

exactly from the integral:

Z* P* P*

z dZ =
0  04 dP (3.8)z 1 f gpM) dPf f

0 0 0
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According to equation 3.8, depth can not be cal-

culated until the density profile has been evaluated. The

calculation must therefore wait for the salinity determina-

tion. A value of g must also be specified. Saunders and

Fofonoff (1976) indicate the importance of the geographical

and depth dependence of g.

The most accurate approximation of Z* involves

writing a general analytical form for P(P), valid for the

ocean as a whole or a particular area, and integrating this

in equation 3.8. In this case the individual salinity

profile for a particular station is not required.

A less accurate approximation claims that

P(P) is a constant, say Pc. Then 3.8 reduces to

Z = 1 0 4
P (3 .9)

and Pc and g, or the proportionality factor, gPo should

be reported to NODC along with the depths. Grundy estimates

that a value for the proportionality factor of .9945 m dbir-1

is appropriate for the ocean near San Diego, California

(W. Haavisto, personal communication). This type of

approximation is usually not appropriate for deep casts. An

example is illustrated in Figures 3.1a and 3.1b.

Finally, some researchers use depth and pressure

interchangeably. This is the simplest but least accurate

approximation since it amounts to setting P o equal to a

rather unrealistic 1020 kg m-3 , and can lead to confusion

if the data are reported to NODC as depth. It is especi-

ally problematical if pressure has been calibrated against
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Figure 3.1 a & b. Plot showing the relation of values of

depth to. values of pressure in the upper

500 meters and the upper 3,000 meters

respectively. Z is the dimensionless

number of meters, to reach a given depth.

P is tIhe dimensionless number of decibars

at the given depth. X is the dimension-

less difference. The triangles represent

the observed relation between meter

values and decibar values for a station

in the North Atlantic ocean determined by

a numerical integration of the in situ

density values according to equation 3.8.

The three straight lines represent

various linear approximations to the

relationship. The lowest line uses a

slope quoted in text appropriate for San

Diego. The middle line uses a slope

appropriate for the upper 500 meters at

this particular station. The top line

uses a slope fit over 3000 meters. - No

slope is satisfactory over the entire

range.
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depth in deep water, however, calibrations against depth,

rather than other pressure measurements, are rare.

3.7 SALINITY CALCULATION AND CALIBRATION

Conductivity measurements are not calibrated

directly during the course of a cruise, due in part,

no doubt, to the difficulty of reproducing the pressure

and temperature of a water sample once on board. Rather,

the derived parameter, salinity (which must be identical for

the water sample both in situ and on board, regardless of

changes in pressure and temperature) is calibrated.

It is most convenient, and completely sufficient,

to express a measurement of conductivity (C(S,T,P)) in terms

of its ratio (R) to the conductivity of water with a fixed

temperature (TO), salinity (SO) and pressure (Pc).

C(S,T,P)
R=

C(So,To,Po)

The contributions to this ratio can be separated into

parts, as done, for example, by Fofonoff et al. (1974):

C(S,T,P) = C(S,TP) C(S,T,Po) C(So,T,Po)
Rm

C(So,To,Po ) .C(S,T,Po ) C(So,T,Po ) C(So,To,Po )
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These parts represent the pressure effect (Rp, a function

of P, T and S), the salinity effect (RS, a function of T and

S) and the temperature effect (RT, a function of T only),

J respectively. The oceanographic literature is the source

for the (varied) functional forms of RT (T), RS (T,S) and Rp

(T, S, P). R is output from a calibrated conductivity

sensor, T is available from the temperature sensor(s) and P

is available from the pressure transducer. R(T) can then be

calculated. Rp depends weakly on salinity and for a guess,
S1, can be calculated also. Then the value RS can be

computed:
R R

RS= RT(T)e Rp(TSP7

The functional dependence of Rs on T and S can be inverted

to give S as a function of T and RS . Hence

F(Rs,T) = F R T)(RP

This value is not correct for it depends upon the initial

guess S1 used in the calculation of Rp. This S (now S2) can

be used in a recalculation of Rp that will give a new value

for S (now S3 ). This iterative process continues until

ISn+I-SnI is less than some specified tolerence, say

.003r/oo. Then Sn+ 1 is taken as the salinity (S) of the
water.

There are several sources of the formulas for

Rp, RT, and F(Rs,T) mentioned above. Most use reference
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values of T0 =15
0 C, So=350 /oo and Po=O dbar. Fofonoff et al.

(1974) refer to Brown and Allentoft (1966) for RT(T).

Lewis and Perkin (1978) also indicate Thomas et al. (1934)

as a source. For Rp (T,S,P), Bradshaw and Schleicher

(1965) published the data used when this correction is made

although the functional form is sometimes refit. (Note

that bench-top salinometers which operate at a gauge pres-

sure of 0 dbar=Po, do not require this correction.) For RS

and its relation to salinity, the UNESCO tables (UNESCO,

1966) based on the work of Cox et al. (1967) can be used.
C(15,S, 0)

First a new ratio, R1 5 =is defined and this
C(15,35, 0) *s dfe andthis

ratio is given as a function of T and RS. The salinity is

defined as a function of R15 . The same procedure is used

with different data by Brown and Allentoft (1966) as well as

Thomas et al. (1934). A summary of algorithms in use among

respondents to a mail survey is given in Table 3.1 re-

produced from Lewis and Perkin (1978). Discrepancies are

inherent in the varied computations outlined in the Table.

Lewis and Perkin (1978) estimate differences up to .020/oo

but perhaps confined to .0050/oo for the newer more relia-

ble, data and fits. The discrepancies arise from different

techniques for varying salinity and incomplete coverage of

the oceanic ranges.

While users of CSTDs and CTDs have their option

in combining algorithms for salinity calculations, the STD

consists of hard wired circuits that implement the UNESCO

relations for converting R S and T to R 1 5 and then R 1 5

to S. The circuits that compensate for pressure and temper-

ature effects (i.e., that model Rp and RT) are based on
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Table 3.1

Data Sources of Equation Sets Used for CTD Measuremen Rtducion

Information Source

Temperature Correction to
Number Pressure Dependence Conductivitv

Equation Set of Users Correction of 35%. Water Ratio (.1,,) * R,,-S Other

Unesco 11966a) 8 C (S) C (S)
PerkinandWalker[1972 7 BS(R) BA(R) BA(R) BA(R) DauphinceforT< 1C:

Reeburgh 119651 for
C (35.0.0)

Fujnol t a/. 11974] 6 BS(S) BA(S) C(S) C(S)

Sennett [119761 5 BS(R) BA (R) C C (S) Dauphinee for low temperature
BA(R)

Gascard[19701 I BS(S) BA(S) C(S) C(S) Wryl 11964) for C (3.1IS.0)
Jaeger [ 1973 I BS(S) BA (R) BA (S) BA (S)
Zaburdaevet aL 119691 I BS(S) BA(R) C(S) C(S) Weyl 1964JforC(35. 1S.0)
Accerboni and Mosetti I BA (R) C C

11967] BA (R) BA (R)
Rohde[19721 I BS (R) T T T
RibeandHowe 119751 I BS (R) BA (R) C (R) C (R)
Fedoroo 11971 j I BS (R) BA (R) C (S) C (S)
J. Crease (unpublished data. I BS (R) BA (R) BA (unpublished) C(S)

1977)
Thomas ei al. [ 19341 I BS T (S) T (S) T(S)
8radshaw and Schleicher

11965]

BS is Bradshaw and Schleicher 119651. BA is Bro,, and Allentoft [1966]. C is Cox ei a/. [1967). and T is Thoaris ei t. [19341. (S) denotes
same equation as.data source, and (R) refit to data.

Source: Lewis & Perkin, 1978.

* The algorithm referred to here converts Rs & T to R15.

7

3-21

'A IZ '



the algorithms of Bradshaw and Schleicher (1965) and Brown

and Allentoft (1966), respectively.

The salinity calculations outlined above depend

upon a calibrated conductivity ratio measurement. The in

situ conductivity cell is calibrated by comparison with

simultaneously collected water samples whose salinities are

determined independently using a bench salinometer. The

conductivity cell requires frequent recalibration because of

drift in conductivity between stations. The salinity

determined from the salinometer is used with the in situ

measurements of temperature and pressure to calculate a

conductivity ratio R. The output of the conductivity sensor

(G) is then related to this ratio R by the cell constant (k)

of proportionality.

R = k-G

The cell constant (k) is adjusted to give a proper value

of R for each station. Some users select their k to give

absolute conductivity rather than the ratio R but this is

not necessary. The cell constant changes primarily because

of changes in cell geometry which are most often caused by

deposition of material (to which the small CTD cell is

particularly susceptible) but may also be related to tember-

ature and pressure effects. The temperature and pressure

effects on the geometry of the CTD cell have been modeled

by Fofonoff et al. (1974). The calibration of STDs and

CTDs are in practice often expressed in terms of additive

salinity offsets (AS) rather than shifts in cell constant

(k), but such corrections really apply only in the limited

ranges of T, S, and P which the water samples span.

3-22.I I



1
The 'S may also be obtained if a historical

e, S (i.e., potential temperature, salinity), relationship

exists which is tight, i.e., for a given e there is no more

uncertainty in 8 than can be tolerated by the target accur-

acy, say .0030/oo. For the Western Atlantic, such a

relationship has been used in the 6 range 2 to 2.50C which

lies at pressures near 4000 dbar (e.g., Worthington and

Metcalf, 1961 cited by Fofonoff et al., 1974). However,

recent work has shown that anomalies occur within the deep

water masses (McCartney et al., 1980).

Once AS has been established, the associated

AC can be determined by the relation (Fofonoff et al.,
1974):

AC = AS D)asT,P,S

where AS = Sstandard - SCTD

C = conductivity change

T = CTD temperature, corrected

P = CTD pressure, corrected

-- 1/2 (8CTD + Sstandard)

"=S)T,P, = dependence of conductivity on salinity for given

temperature, salinity and pressure (to the

nearest thousandth)

The value of 1 can be tabulated from existing data, or theas
fit for deep water over most of the worlds oceans, given by

Fofonoff et al., can be used

C- .790 + 2.2x10- 2 (T-1.0) + 6.9X10 - 6 (P-2400)
rS + 3.75xo - 3 (35-S).
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Then A C can be used to determine a new cell constant

according to the formula

kNEW = k (CCTD+ AC)

CCTD

The ratio (CCTD + AC)/CCTD is called the cell factor (C.F.).

The old cell constant can be replaced by the new one.

Alternatively, the value of TOLD can be held fixed while

C.F. is allowed to vary from one station to the next.

The values of C.F. will be close to 1.0.

The bench salinometer provides salinity calculated

from a conductivity measurement whose conductivity cell is

more stable than the in situ cell. The same choice

between equations must be made to convert conductivity to

salinity. Good agreement, on the order of the instrument

noise (+.0030/oo), can be obtained by modifying the in

situ measurements by the simple corrections mentioned. In

this manner salinities from stations on the same cruise can

be compared down to the noise level (e.g., .0030/oo,

Fofonoff et al., 1974) and this is the accuracy most re-

searchers claim. However, as mentioned, the formulas rela-

ting conductivity to salinity come from a variety of fits to

several, incompatible, data sets which leads to cothpu-

tational discrepancies of up to .020/oo. Thus, in ge-

neral, salinities measured by different researchers can

not be compared at the levels of accuracy claimed by those

investigators. For this reason, the specifics of the

salinity algorithms used by suppliers of the data for both

in situ and bench-top measurements are of interest to

NODC.
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If the same algorithms are used in the conversion

of the bench-top conductivity measurement to salinity

that are used in the conversion of the in situ measurement,

then the conductivity of the in situ cell has actually

been calibrated against the conductivity of Copenhagen

waters, even though the salinity has not. Conductivity

values can then be used in a recalculation of salinity based

on the user's preference or requirements. In addition, as a

new practical scale for salinity and density in terms of

conductivity of Copenhagen water is in development (Lewis &

Perkin, 1978), the calibrated conductivity measurements

will be of value when these algorithms are introduced.

T32
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Section 4

THE SECONDARY USER COMMUNITY

4.1 USER CATEGORY

Three types of secondary users have been identi-

fied. These are: industrial, government and academic. The

uses that each of these groups make of the historical

data file are quite different. These are discussed

briefly below.

4.1.1 Industry

Most industry users require data from the

historical file for two purpqses. One is for site surveys

in compliance with federal regulations for commercial

operations. The other is for environmental information for

• design purposes. The first requirement normally does not

demand much accuracy or resolution. Usually temperature

and salinities correct to within + .50 C and .05 O/oo

suffice along with a measure of the natural variability of

the region. (These figures come from a review of offshore

environmental consultants). Environmental information for

design purposes is much more Stringent. This often requires

site specific surveys to obtain detailed temperature,

salinity, and current information. We do not see the NODC

historical data base playing a major factor in design

studies.
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4.1.2 Government

The government agencies most likely to require

data from the historical file are the Bureau of Land Manage-

ment (BLM), the Environmental Protection Agency (EPA), the

Department of Energy (DOE), the National Oceanic and Atmos-

pheric Administration (NOAA), and the U.S. Navy. The first

four agencies may have requirements similar to those given

for the first industrial 'use. More accurate requirements

may also be necessary but these are usually deferred to

industrial or academic consultants. Tflese requirements are

given in the section on academic users. The Navy sometimes

uses the climatological data for construction of sound

velocity profiles. This use requires temperature and

salinity precisions of about + .10 C and + .1 O/oo

respectively. Nonacoustic data requirements for the Navy

have not yet been establish~d but are likely to be more

stringent (on the order of 1 decibar, .010C and .01O/oo).

4.1.3 Academia

The academic users generally are engaged in some

aspect of basic research. Uses of the data may range from

input for global numerical models of the ocean circulation

and climate, to repeated survey comparisons, to specific

process oriented studies.

Often the data accuracy requirements of these

studies push the technology available to make the measure-

ments. Because their requirements are the most stringent of

all user types and because they traditionally have been

4-2
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the biggest suppliers as well as users of the NODC data file

I w we have focused on the requirements of the academic com-

munity. The study is also restricted to typical usage.

Equipment and techniques used in fine structure and internal

wave process studies, for example, are not considered.

In order to determine the accuracy and other

requirements of the secondary users we elected to conduct an

in depth survey of the needs of a few users. The criteria

for selection were a reputation for careful work and a

history of being either a supplier or user of NODC histori-

cal data. The investigators selected, represent the most

significant ocean climate programs including POLYMODE, CUEA,

NORPAX, ISOS and GEOSECS. Taken in total the people con-

tacted in the survey have had experience with the following

instruments: Neil Brown CTD, Bisset Berman STD, Geodyne

CTD, and both Plessy STD's and CTD's.

Broadly speaking three topics were explored with

each of these investigators. The first topic covered their

requirements as to'accuracy and resolution of NODC data.

This topic is the subject of Section 4.2. The second topic

dealt with the importance of documenting procedures employed

in obtaining the data. This subject is discussed in Section

4.3. Finally, the subject of NODC's involvement is dis-

cussed in Section 4.4.

4.2 DATA REQUIREMENTS

The investigators consulted had a wide range of

applications for data they might request from NODC. It is

not surprising then that their data requirements also
V

varied.
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A f irst issue dealt with the data that should
be available on file. In addition to temperature and
pressure the data file should include conductivity and
salinity or the algoritbhn connecting these. If oxygen and

nutrients are available these would also be useful. Less
interest was expressed in observed sound velocity although
there was no objection to maintaining this file if it didn't
replace the other variables.

The next issue, the pressure interval for which
they desired temperature and salinity data, sparked con-
siderably more varied opinions. The most stringent re-

quirement was that for data every decibar, although this
was needed only in the upper layer. The least stringent
requirement was that for data at standard levels (see Table
4.1). Most other investigators felt that 2 dbar intervals
were quite sufficient for their requirements.

At this juncture we consider the philosophical
basis for a 2 dbar historical stratification data file.

The purpose of such a file is to record the characteristics

of the water column at the time and place of the station.
The station does not occupy an infinitesimal point but
occurs over an interval of a few hours, during which time
the ship may drift several kilometers. Ocean processes that
occur on smaller time and space scales than thi *s require4 special procedures and process-oriented studies. Their
effects are not adequately described by a historical strati-
fication data set. Natural variability on these scales are

caused by ship roll, internal waves and by fine and micro-

structure.
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Table 4.1

34 NODC Standard Depths
(meters)

0 900
10 1000
20 1100
30 1200
50 1300
75 1400
100 1500
125 1750
150 2000
200 2500
250 3000
300 4000
400 5000
500 6000
600 7000
700 8000
800 9000

Source: National Oceanographit Data Center, 1974.
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Typical horizontal coherence lengths for fine

structure in the upper ocean are of the same order as ship

drift distances (Katz, 1973). Below the main thermocline

the horizontal coherence lengths are usually much larger

than the ship drift.

Ship roll may be a more serious problem. In

extreme cases it may have a range of 5 meters. A more

typical upper bound on the vertical variation produced by

this effect is 2.5 dbar. This is well within the resolu-

tion of modern STDs and CTDs.

The internal wave field is also a source of

variability. Of most concern are oscillations near the

Brunt Vaisala frequency. As the waves near this frequency

are very nearly horizontally polarized, the particle motion

is nearly vertical. Typical frequencies are 5 x 10- 4

sec-1 which have periods very near the station time. The

vertical displacements at these frequencies could be of the

order of 10 meters in the thermocline. Outside the thermo-

cline region, the displacements are considerably less. In

the deep ocean the internal wave motions are also highly

coherent with depth. It is not likely that the effect of

internal waves on the perceived vertical stratification

there will exceed 2 dbar.

Finally we co.nsider the vertical scale of

transient temperature and salinity structures in the verti-

cal profile. Because of mixing, small scale vertical

features may only exist for a few hours, the lifetime of a
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station. A characteristic vertical scale for the short

lived fi:ne and microstructure appears to be 2 dbar or less

(Muller, et al., 1978).

Thus for a historical stratification data file, a

vertical resolution much finer than 2 dbar (4 dbar vertical

wavelength) does not seem warranted even when an instrument

is capable of it.

It is clear from our discussions that data is

desired at much finer intervals for the upper ocean than

below the thermocline. The discussions explored a number of

possibilities for defining this more precisely but none

seemed universally applicable. In the absence of such a

definition it is considered appropriate to maintain the high
resolution throughout the water column.

For some users, sta.tion data with much degraded

vertical resolution are adequate. The procedure for gener-

ating the degraded profiles must be chosen with care.

While the standard levels listed in Table 4.1 are useful for

many purposes, an expanded set of standard levels would be

even more useful. For the accurate determination of geopo-

- tential anomaly, observations should not be spaced farther

apart than 200 dbars (J. Reid, personal communication). A

possible set of expanded standard levels is presented in

Table 4.2 modified from a suggestion by A. Amos (personal

communication).

Even an extended set of standard levels do not

necessarily describe some aspects of the profile that are of
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Table 4.2

101 EXTENDED STANDARD LEVELS (meters)

Increment: 2 5 10 20 25 50 100 200 200

0 35 60 120 225 550 1100 2200 6200

2 40 70 140 250 600 1200 2400 6400

4 45 80 160 275 650 1300 2600 6600

6 50 90 180 300 700 1400 2800 6800

8 100 200 325 750 1500 3000 7000

10 350 800 1600 3200 7200

12 375 850 1700 3400 7400

14 400 900 1800 3600 7600

16 425 950 1900 3800 7800

18 450 1000 2000 4000 8000

20 475 4200 8200

22 500 4400 8400

24 4600 8600

26 4800 8800

28 5000 9000

30 5200 9200

5400 9400

5600 9600

5800 9800

6000

4-8



I
I

interest, specifically, isothermal and isohaline layers.

These characteristics are considered in a technique of data

compression proposed by the International Council for the

Exploration of the Seas (ICES). That scheme requires that

data be recorded at the 34 standard levels and at flexture

points, spaced such that linear interpolations will not

deviate more than 0.030 C and 0.040/oo from the original

record. NODC's experience shows that 110 to 130 levels

are selected from a typical STD/CTD station using this

scheme (P. Hadsell, NODC, personal communication). The ICES

recommendations allow the criteria to be relaxed until the

number of points retained is less than 100.

Other schemes to degrade the resolution of a

STD/CTD profile involve least squares techniques. These

techniques essentially filter out the high wavenumber

components to the record. However, the resulting smoothed

profiles in general produce T,P, T,S, and S,P points

that are not observed in the original profile.

4.3 DOCUMENTATION REQUIREMENTS

On the subject of background information, all

those questioned felt the type of instrument and drop rate

should be available for each set. In addition, interest

was expressed by some in the data logger used and the

digitization procedures. Processing steps such as editing,

time lag correction, smoothing, production of pressure

series and the salinity algorithm were also mentioned. The

calibration procedure was mentioned too. It was pointed out

that the bottle data would be useful as a calibration check

but only if it were from deep waters.
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As to quotes of data quality, most investigators' reactions

were to accept the data at face value unless in-Lerpretation

problems arose. In this case the investigators felt it

would be best to contact the data supplier directly.

Therefore, the institution and investigator supplying the

data should be available to the secondary user. The

scientific emphasis of the cruise was also of interest.

4.4 REQUIREMENTS FOR NODC ACTION

Opinions were solicited on what actions NODC

might take. One question investigated was what tests, if

any, should NODC perform on the data submitted. Most

investigators felt that It was generally appropriate for

NODC to test the data but other than comparisons with

climatology no specific suggestions were made.

None though it was appropriate for NODC to perform

any noise level suppression. This was regarded as an

unnecessary explense which could result in a possible loss

of data. It was felt that noise suppression was the respon-

sibility of the data supplier.

The question of which data product options NODC

should support for secondary users was also explored. All

favored data as submitted. There was little enthusiasm for

raw data.(either as submitted or as processed by NODC). As

to calculated variables, a few felt it might be appropriate

for NODC to supply calculated values of sound velocity,

Brunt Vaisala and 0 but that NODC should charge extra for

this extra service.
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l The investigators were also asked whether it was

appropriate for NODC to recommend a fornat for submitted

data. Most felt that a recommended format would be desir-

able as long as there was some flexibility. It was felt

that if a format were recommended it should not be changed

without good reason.

Finally, the question was addressed whether NODC

should recommend procedures for the collection and pro-
cessing of STD/CTD data. Some users felt that it was

appropriate for NODC to recommend general processing guide-

lines but that it was inappropriate to require specific

averaging techniques. In any case, care must be exercised

to avoid directing a description of processing procedures

toward a few select instruments (and manufacturers).

41
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Section 5

TESTING DATA QUALITY

Given the wide range of factors influencing the
quality of the data, how can data quality be assessed? As
the group responsible for STD/CTD data quality control, the

Data Processing Branch of the Data Preparation Division of
NODC needs this question addressed. The details of several
candidate quality control checks are outlined in this
chapter. They are not mutually exclusive, but they require
ever increasing expenditures of computational resources, and

therefore, may not all be possible to implement at NOM'. It
is assumed here that the data supplied to NODC is in the
form of a pressure series and not a time series. Therefore,
recalculation of time lag corrections and temperature
conductivity coherences are not possible.

5.1 SCALE OF INSTRUMENTAL STRUCTURES

Pingree (1971) described the interaction of time
* lag between the temperature and pressure sensors. He found

regularly spaced features could be produced in an STD trace
of a uniform gradient in the presence of ship roll. The
depth scale of these instrumental features is given by the
product of the drop rate and the period of the ship roll.
Observations of period of ship roll are rarely regorted with

the data-so this test can not be of general use, unless some
increased effort to observe and report the roll period is
undertaken by the oceanographic community. When possible the

scale depth should be identified and reported so that it may

be taken as a warning by those who would use the data.
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5.2 CALIBRATION CHECK

It is possible to use water bottle measurements

supplied with the STD/CTD data to check the calibration of

the latter data. The check should not be made in the upper

layers of the ocean unless the water sampling device is

close to the electronic sensors and is tripped during the

same trace (down or up) as the electronic data reported to

NODC. Sample closeness could be defined in terms of the

target accuracy and vertical gradient. For example, if the

target accuracy for temperature is .010C and the vertical

gradient is .0030C dbar - 1 , then the' reversing thermom-

eter must be closer to the STD/CTD than 3.3 dbar. The

surface mixed layer may often allow such a comparison to be

made (Amos, personal communication). The definition of

upper layers would have to depend upon some local historical

perspective unless some arbitrary, but conservative, pres-

sure were selected, say 3000 dbar.

Because of noise in the measurements by both

the electronic and classical techniques, a bias in the

STD/CTD data can not be determined by just one or two

comparisons. The proper method for determining the bias

requires generating a histogram of the differences between

the STD/CTD and classical measurements. Recall, only

measurements of the same water type are being compared

because of constraints imposed on closeness of the measure-

ments. For a properly calibrated instrument, the histogram

should be symmetric about a peak value of zero difference

with a variance that is a function of the noise levels of

both techniques. A bias, i.e., calibration error, would

then be indicated by a histogram with a peak value at some
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non zero difference greater in magnitude than the con-
fidence interval about the mean of the distribution. A 95"

confidence interval is appropriate. The size of the 95%

confidence interval depends upon the variance of the histo-

gram and the number of comparisons included in it. Assuming

a normal distribution for the histogram a confidence inter-

val can be calculated using Student's t distribution. Let X

be the mean value of the histogram and s be the square root

of the histogram variance. Then the 95% confidence interval

on the mean is X + AX.9 5 where

AX.9 5 = tn_1(.
9 7 5 ) (5.1)

Vii

where n = number of samples and tnl(.975) is the appro-

priate value of Student's function. To be able to determine

a bias as small as the variance of the histogram (s)

requires that AX.9 5 <s, which implies n7. To determine

a bias as small as half the root of the variance requires

n20. To reduce the bias to one tenth of the root of the

variance requires 400 comparisons. Often comparisons are

made over several stations. These can be combined in a

valid determination of the bias only if the bias is nearly

constant over that interval of time.

The variance of the histogram is due to the

measurement noise of the classical as well as the electronic

techniques, as mentioned, but in general the noise of the

classical measurements is much greater. Enough electronic

measurements are generally available so that averaging can

be employed to keep its noise negligible. Thus s is about
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equal to the rms noise in the classical measurement.

After comparison to 7 water bottle measurements, the

possible bias in the electronic measurements is about the

same as the error in the classical measurements, but whereas

the noise of the classical measurements can be reduced by

averaging several together, the bias in the electronic

measurements can not be reduced by averaging. Only more

comparisons with water bottles can reduce the bias.

Any specified accuracy can be achieved either by

making enough comparisons or by reducing the variance of the

comparisons (s2 ). The variance can be reduced by using a

less noisy standard (in effect, the route taken during a

laboratory calibration). The value of salinity (S) for a

particular potential temperature (6) in the deep ocean might

be a less noisy standard than water bottles (Fofonoff et

al., 1974). To produce such e, S relationships requires the
careful analysis of highly reliable data. So far this has

been done only in limited regions. To be useful as a

calibration check, deep water 6 , S relations must be

determined for every ocean basin. The source for the deep

waters are in the high latitudes so in those regions the 0,

S relationships are more variable and less suitable as

standards. Comparisons to 0, S standards have the advantage

over direct water bottle comparisons of providing more

comparisons (e.g., data averaged every .050C for half a

degree for each station) each with a lower variance.

In addition, the standard is common to all cruises in the

area so no assumptions need be made about the accuracy of

water samples supplied with the data. Unfortunately, the
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pr'uce:Ke will inhibit the observation of any long ter:a,

secular trends that may exist in the characteristics of deep

waters. Finally, there are indications that enough vari-

ability exists in the deep waters to prevent an accurate

comparison (McDowell and Rossby, 1978 and McCartney et al.,

1980).

Although substantial effort is required to produce

e, S curves for most deep areas, the effort need be made

just once. The environmental models extant at NODC

(D. Hamilton, personal communication) are not appropriate

for a calibration check. In those models observations

are grouped in a kind of volumetric analysis. The salinity

bin width is 0.10/oo, one to two orders of magnitude too

coarse to be useful for calibrating STDs and CTDs in deep

water. In addition, the choice of ordinates, salinity vs.

density (at units), is awkward for the procedure described

above. Salinity vs temperature would be more accurate and

simpler to use.

5.3 STABILITY CHECK

The ocean is stably stratified. Although pro-

cesses do work in the ocean to change the density of a

water parcel, any resulting stratification with high density

overlying lower density water is rapidly corrected by

convective overturning and further mixing. In most cases,

the observation of lower density at greater depth indicates

faulty measurement(s). Usually the instability is elim-

inated upon removal of a single measurement. The require-

ment for stability constitutes a powerful quality control

test.

In situ density varies predominantly with pressure.

If the first of two water types were less dense than the
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second at the same pressure, but instead occurs at a greater

depth, the greater pressure could give it an in situ density

greater than that of the second water type. This is less a

problem with closely spaced observations or shallow casts,

but nonetheless indicates that in situ density is not the

density of interest. An instability exists if the shallower

of two water types is denser than the deeper when both are

brought to the same pressure. The density of a water type

at an arbitrary reference pressure, independent of its in

situ pressure, is its potential density. Adiabatic correc-

tions to the temperature must be made during the calculation

of potential density.

For comparing the density of water types at two

different pressures, the choice is not arbitrary. The

pressure effect on cold water is more pronounced than

on warmer waters. Col[--fr-esh water that is less dense

than warm salty water at a pressure of 0 dbar, may be

denser at a pressure of 4000 dbar. Such a st-iation occurs,

for example, in the Atlantic Ocean where Anzarctic Bottom

Water underlies North Atlantic Deep Water. In situ that

water column is stable, but it would be unstable at 0 dbar.

In order that a quality control test not fail realistic

measurements the reference pressure must vary as a function

of the pressure of the observations. One workable function

is a reference pressure of 500 dbar for observations in-the

upper 1000 dbar, a reference pressure of 2000 dbar for

observations between 1000 and 3000 dbar, and a reference
pressure of 4000 dbar for deeper observations. For essen-
tially the same computational expense, adjacent observations

can be compared at an intermediate pressure that would vary

with every pain of observations.

Any observation leading to an instability can

either be deleted or labeled as suspicious. Since
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instabilities can exist icr short times in the ocean,

measurements of such real, albeit transient, phenomena

would be sacrificed if removal were uniformly applied.

Labeling would enable rapid location of suspicious data by

the secondary user while leaving the analysis required

before removal up. to him. However, labeling increases the

information which must be carried along. In either case,

the number of instabilities discovered in the station

would be kept to indicate probl-em stations.

Each point in an STD/CTD profile is, in general,

the average of several measurements. A spurious instability

larger than the noise level of the instrument implies

serious problems. Either a few very bad, random, points

have not been properly edited, or the assumed precision of

the measurements is incorrect. If the occurance of insta-

bilities can be correlated to the layers of high temperature

gradient, residual time lag problems may be the cause of

the lost precision (R. Millard, personal communication).

The correlation would then be high where the temperature

gradient change were large.

5.4 NOISE LEVEL TEST

The information concerning the instrument and the

deployment, logging and processing procedures can be made

available to the secondary user. However, although all

this information gives some indication of the data quality,

a quantitative measure'of that quality, whether it be a
ranking or a quoted noise level and/or vertical resolution,

Is probably not attainable from this information alone.
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Fortunately, the data itself can sometimes be tested for

these measures of quality following a procedure sketched by

Fofonoff et al., (1974). Pressure sorted data, with linear

trends removed by first differencing, are Fourier analyzed

to produce vertical wavenumber spectra.

In the wavenumber bands in which the oceanographic

signal is dominant, the spectral density decreases with

wavenumber. At high wavenumbers the spectra flatten as

white noise begins to dominate. A wavenumber can be selec-

ted at which the sloping part intersects the flat part.

Here the signal to noise ratio is one. The associated

vertical wavelength can then be taken as the vertical

resolution of the data -- regardless of the vertical spacing

provided by the originator of the data.

In addition, assuming white noise throughout the

measurement band, the spectral level at the noise dominated

wavenumbers can be extrapolated through the entire spectrum

to estimate the variance of the noise for the parameter

being plotted.

Of course, the test only works if data are reported

more densly in the vertical than the wavenumber at which

the spectrum flattens. Otherwise the spectral level'de-

creases to the Nyquist wavenumber, and all that can be

claimed is that down to the reported vertical resolution the

signal dominates the noise. Estimates of the variance of

the noise then can- not be made.
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The noise level and vertical resolution will
likely be different in portions of the water column with
di f ferent gradients (as was found by Fof onof f et al. ,
1974). However, for the simple quality indicator desired
here a single test of the noise level for the entire station

can be considered sufficient. The noise level should be
reported with the station for the benefit of the secondary
user who can decide for himself whether and how to filter
the data.

The spectral analysis outlined above is likely

to be very demanding on computational resources. It may

prove impractical to apply the test for each stationIin NODO's possession. The technique is still of use,
as a spot check performed a few times for each cruise of
data. The results can be reported for every station on the

cruise in the latter case.

5-9
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Section 6

RECOMMENDATIONS

It is considered that NODC's duties would be

satisfactorily executed by implementing the system outlined

in block form in Figure 6.1. A discussion follows here.

More specific descriptions are to be contained in a com-

panion report (Molinelli and Stieglitz, 1980).

6.1 DOCUMENTATION

Presently, NODC requests information on STD/CTD

data it receives on a Data Documentation Form. In light of

the information required regarding the collection and

processing of STD/CTD data summarized in Chapters 2 and 3,

it is recommended that the Data Documentation Form,

especially Part B. Scientific Content, be revised. It

should ask specifically about the procedures indicated in

those chapters. The present version is reproduced in

Appendix A. The recommended revision is given in Appen-

dix B. The purpose of this documentation is not to allow

NODC or the secondary user to reprocess the data, but

instead to let the secondary user know if those steps he

considers critical for his applications have been performed

on the data. The paper form presented in Appendix B need

not be used if data is exchanged in the fixed format de-

scribed below. In that format the information in Appendix B

is entered as computer character text on the exchange

tape.

6.2 EXCHANGE

Inherent in the *vast number of data points char-

acteristic of STDs and CTDs is the need for computerized

processing, storage and exchange. During exchange, data
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STD/CTD DATA FLOW AT NODC

INPUT DATA INPUT DATA INPUT
GF3 Exchange Format other formats INFORMATION
(character based) about data

not submitted

A
U

T
CHARACTER 0 Special programming Keypunching
STORAGE
(in Exchange Format)
only if required -

by law TEMPORARY STORAGE INVENTORY FILE
Binary representation AUTO Sorted by Yu-
Random access AUTO squares, month,

and year
QUALITY CONTROL 

A

U U
rSD 11 FILE T T T PERMANENT STORAGE

imax of 100 points Binary integers
merged with serial Packed words
depth data file Sequential storage

I Special programming

U STANDARD OUTPUT
T Data, ordered by cruise

O or position, in GF3 SPECIAL OUTPUT
Exchange Format Data, other order,
Plots other format
Data summaries Plots

Data summaries

.SD II

STANDARD OUTPUT

Compressed data, ordered STANDARD INVENTORY OUTPUTS AUTO

by cruise or position,

global, SD II format

PlotsSPCAINETRSpcaprgamn

Data summariesOUPT

' Figure 6.1
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Figure 6.i

Schematic diagram of data flow through the NODC.

Data flows along arrows in direction indicated assuming

forms described within the boxes. Some arrows are labelled

AUTO, indicating that flow along these paths can be control-

led automatically by a system operator using standard

programs. Only the AUTO path between the INVENTORY FILE and

STANDARD INVENTORY OUTPUTS and the AUTO path between the SD

II FILE and SD II STANDARD OUTPUT already exist. Some paths

can only be traversed by going through "special programming"

or "keypunching."
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should be in a form most readily compatible to the various

computers that may operate on it. This requires use of one

of the character code conventions: BCD, EBCDC and ASCII.

It is recommended that the medium of exchange

be digital magnetic tapes. This medium is inexpensive and

very compact, as well as being highly reliable. It is,

therefore, ideal for data exchange. Flexible discs should

be acceptable as an alternate medium of exchange for those

suppliers without digital tape drives. Many mini computers

presently in common use as a part of data collection and

reduction systems, use these devices.

Reading data at NODC from many different suppliers

could be greatly expedited were a specified format for the

character data in general use. For this reason, it is

recommended that NODC both specify a format for data sup-

pliers, and encourage its widespread use. NODC should still

maintain the capability to read unique formats to benefit

from data supplied by collectors with limited computer

resources. However, all collectors should be capable of

producing a recommended format if it is properly chosen.

The effort required on the collectors part need be expended

only once.

NODC can develop'its own exchange format or

adopt an existing format from some other agency or data

system. One recently de.veloped exchange format for geo-

physical data, GF3 (Intergovernmental Oceanographic Commis-

sion, 1979), is particularly appropriate. It has been

designed for exchange between data centers. Though general

6-4
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in nature so as to be able to handle meteorological sound-

ings and station data as well as ocean profiles and moored

data, instructions for implementing the format for STD/CTD

data can be made more specific. Reducing the general

description in the GF3 manual regarding arrangement of data

to specific instructions for suppliers of STD/CTD data,

simplifies their task, which encourages their rapid submis-

sion of data. This then enables NODC to read the submitted

data automatically. It is recommended that NODC implement

the GF3 type format to STD/CTD data exchange. It is further

recommended that NODC support GF3 conversion in the com-

munity by providing software and programmers time to data

supplies.

6.3 QUALITY CONTROL

For shallow waters a gross test of observation

reliability can be made by comparing observed values of

salinity (S) and the derived parameter, specific gravity

anomaly ( at), to S, at envelopes available from environ-

mental models extant at NODC.

It is recommended that NODC check and flag obser-

vations that lead to density instabilities in the vertical

profile, as described in Section 5.3.

It is recommended that NODC spot check each

cruise by means of the noise level test described in

Section 5.4. The stations used in the spot check and the

results can then be recorded with each station on the

cruise. The test is an objective, quantitative measure of

6-5
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data reliability when it can be applied. It is expected
that this test is necessary because some collectors may not

quote noise levels or significant vertical resolution levels

for their data because their investigations might be
unaffected by these limitations.

It is suggested that NODC generate a historical
potential temperature, salinity (8 ,S) relation for waters
below 3000 dbars for each major ocean basin. The e ,S
curves should then be used to test the calibration of

STD/CTD data on any cruise which performs measurements in
any of those deep waters. The data should not be corrected

by NQDC. The result of the test should merely be recorded
with the header information. Because of the effort in

creating this standard, and its limited use, once created,
this test should be considered a non essential option of an

STD/CTD system.

6.4 STORAGE

This is an important issue with many possible
approaches. A primary consideration is the type of requests

for data, as discussed in Section 4. There are two kinds of

requests. The first is for relatively low vertical resolu-

tion, on the order of 34 standard levels (see Table 4.1).
When requests are made for this data, climatological phenom-

ena are generally of interest and the data grouping required

is usually by area and season' (the smallest pract-ical units

being areas of one degree- latitude by one degree longitude
and periods of one month). The second kind of request is

for the highest resolution available down to one to two
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decibars. The interests here are for descriptions on the

smaller space and, usually, smaller time scales. Data is

preferably as synoptic as possible. Consequently, data

grouped by cruise is most useful.

It is recommended, therefore, that NODC store

the highest vertical resolution provided by the data sup-

pliers in cruise order. It is also recommended that NODC
"compress" the data down to 100 data cycles or less by the

ICES or similar criteria discussed in Section 4. Ratber

than maintain it as a separate file, the compressed version

of the data should be included in the extant NODC serial

depth data file (in the SD II format for which 100 data

cycles constitute two complete records). Once introduced to

that system, geographic sorting and merging with classical

hydrocasts are automatic, as are standard products. These

stations should be identifiable as STD or CTD by use of a

code inserted in one of the unused fields in that data

system.

- All classical measurements made during the STD/CTD

station should be recorded with the station. There is no

need to merge these measurements except when included in the

serial depth file.

I Because of the large amount of data that NODC

potentially must store (Section 2.5) it is further recom-

mended that NODC use as compact a storage procedure as

possible for the permanent residence of the high resolution

data. Data editing and display can always be done from some

more convenient temporary file.
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It is also recommended that NODC request from

future suppliers no greater than 1 dbar vertical resolu-

tion. This is for reasons discussed in Section 4 concerning

the meaning of stratification and for the sake of easier

data manipulation.

It is not recommended that NODC request conduc-

tivity data because such profiles are redundant when salin-

ity data and salinity algorithms are reported. Other

measured values should be accepted. However, derived

quantities such as density and dynamic height should be

neither requested, accepted, nor stored.

Finally, it is recommended that NODC keep an inven-

tory file of STD/CTD station information (including the

name, address and phone number of responsible persons) for

data it does not archive because of unique deployment, extra

fine resolution or other reasons. Researchers looking for

existing data sets can then locate them through this inven-

tory. Stations whose data reside at NODC can also be
included in the inventory.

6.5 PRODUCTS

Standard products available at minimal cost

should include copies of high resolution data on magnetic

tape in GF3 exchange format in either cruise or geographic

order (it is expected that geographic sorts wiil not be

global but instead will be limited in extent). Derived

parameters need not be provided as users of this data

product of necessity have access to computers. In lieu of

the derived parameters NODC should make available on request

6-8
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FORTRAN routines for the calculation of tne following

parameters: potential temperature ( e); salinity (S); in

situ density (p); in situ spec ific volume (a); depth (Z);

specific gravity anomaly (at); potential specific gravity

anomaly at reference pressure p (ap); specific volume

anomaly ( 6) dynamic depth (A D) ; Brunt Vaisala f requency

(N) ; and sound velocity (SV) . Test values should be sup-

plied with every routine. For the user sans computer,

listings with calculations at some coarse resolution (e.g.

standard levels or ICES compression) could be provided.

Other standard products include summaries,

plots and maps. Maps or listed summaries of station posi-

tion (on any of the standard projections, see Table 6.1) by

area, month or cruise should be available from the inventory

file for all stations either reported or supplied to NODO.

Such maps or listings would aid the user- in selecting the

cruise or cruises of interest,. or deciding that a geographic

sort is most suited to his needs. Plots of any parameter

against any other parameter should also be available, on

scales specified by the user by cruise, month or area.

-J (once again the assumption is that geographic sorts are

limited in area). The standard parameters should be pres-

sure, temperature, salinity and any of the derived para-

meters list -ed above.

Products not to be considered standard are geo-

graphic summaries of the profiled data (e.g., temperature at

200 m) since these are easily performed on the reduced

resolution data which are channelled to the serial depth
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Table 6.1

MAP PROJECTIONS AVAILABLE FROM NODC

Mercator

Miller

Square

Cylindrical Sterographic

Lambert Equal-Area Cylindrical

Flat-Polar Equal-Area Sinusoidal

Equal-Area Sinusoidal

Mollweide Homolographic

Polar Stereographic

Lambert Equal-Area Polar

Colligan's Equal-Area Project of the Sphere

Azimuthal Equidistant

Transverse Sinusoidal

Transverse Mollweide

Source: National Oceanographic Data Center, 1974.
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data f ile, and because the data would be in cruise not
I .geographic order. Special. formats and customized plots also

require extra programming and therefore should entail extra

cost for the requestor.

other uses of the inventory file, besides the
mapping of station locations already indicated, must also be
considered special requests that imply extra costs.

The system outlined for NODC here is not in-
tended to replace the cruise data report, but is intended to

be used in conjunction with it. When- a data set seen in
a report seems to be of interest, the reader should be able
to identify it to NODO and receive a copy of the data. The

archiving (e.g., on micro fiche) retrieval and dissemination
of cruise data reports is a useful function of NODC not

addressed by this report.

6.6 CONCLUSION

As of the spring of 1979, data submissions to

NODO amounted to over 8,600 STE) stations and over 45,000 CTD
stations (of which over 44,000 were shallow coastal stations

between Cape Hatteras and Cape May). These totals do not
compare well with the order of magnitude estimate of. the
number of stations in existence (250,000). In general,
researchers are not submitting their data to NODO.

The reasons for the lack of compliance seem

to be threefold. Researchers are hesitant to put data
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of uncertain quality in the public domain. Secondly, there

is confusion concerning what type data NODO requires and
what format to submit it in. Finally, there is a sense that

submission is pointless since the data are so varied in

quality, density and format that retrieval is greatly
inhibited and secondary use is sharply curtailed.

The last problem should be mitigated by the
implementation of a highly automated system such as

described in this section. The second problem should be
eliminated by publicizing the new exchange format, as
recommended. The first problem requires additional efforts.

It has been suggested (Ocean Science Committee ad hoc Panel,
1973) that NODO should document standard practices. A
technical report describing standard procedures along with
complete FORTRAN algorithms that perform standard processing

functions, would help the user of the electronic instruments

produce data in which he might have more confidence. It is

recommended that NODC commission such a report and generate

the appropriate algorithms.

As the oceanographic community experiences satis-
factory responses to data requests, an advantageous cycle of

increased suppl ier compliance and increased user confidence

might likely be initiated.

6-12



APPENDIX A

PRESENT DATA DOCUMENTATION FORMS

A-1



ACCESSION

DATA DOCUMENTATION FORM
"J h''A "" : _1:'-3 U.S. CEI ARTME-iT, 0 "CO MVEPC-. F; .! J.''FI\

N ATION A. L. . N iC A. .E uI A~' C.: CE0ATM .' o -c.E-1 ' A.7-- .. v S ,.
NATIONAL OCEANOGRAPHIC DATA CENTER

REC F $S SECTICN

NCCVILLE. MARYLAND 2O952

This form should accompany all data submissions to NODC. Section A, Originator Identification,

must be completed when the data are submitted. It is highly desirable for NODC to also receive the
re-aining pertinent information at that time. This may be most easily accomplished by attaching
reports, publications, or manuscripts which are readily available describing data collection, analy-
sis, and format specifics. Readable, handwritten submissions are acceptable in all cases. All
data shipments should be sent to the abpve address.

A. ORIGINATOR IDENTIFICATION

THIS SECTION MUST BE COMPLETED BY DONOR FOR ALL DATA TRANSMITTALS

I. NAM.E AND ADDRESS OF INSTITUTION, LABORATORY. OR ACTIVITY WITH WHICH SUBMITTED DATA ARE ASSOCIATED

2. EXPEDITION, PROJECT, OR PROGRAM DURING WHICH 3. CRUISE NUMBER(S) USED BY ORIGINATOR TO IDENTIFY
DATA WERE COLLECTED DATA IN THIS SHIPMENT

4. =L.ATFORM NAME('I 5. PLATFORM TYPE(S) 6. PLATFORM AND OPERATOR 7. DATES
(E.G.. SHIP, BUOY. ETC.) NATIONALITYfiES [

PLATFORM OPERATOR VROMY! O/DAY/Y IT:O!,OAy,.

8. ARE DATA PROPRIETARY? '11. PLEASE DARKEN ALL MARSDEN SQUARES IN WHICH ANY DATA
CONTAINED IN YOUR SUBMISSION WERE COLLECTED.

;NO ZYES

IF YES WHEN CAN THEY BE RELEASED GENERAL AREA
FOR GENERAL USE' YEAR _MOtTH._

9. ARE DATA DECLARED NATIONAL
PROGRAM (DNP)? 1 W 0 1" Il 1W U0 41 " If lot sw N , 411. N' I, 2W 41' . or
(I.E.. SHOULD THEY BE INCLUDED IN WORLD -; , -I , ',,.;.--; P%,' -r - ""2"

DATA CENTERS HOLDINGS FO-..TE-0JA- e. . - *

TIONAL EXCHANGE?)

~N 0EDYES E]PART (SPECIFY BELOW) X. t

15 ro &! IIv 1 a 4N
10. PERSON TO WHOM INQUIRIES CONCERNING _ I., ,

DATA SHOULD BE ADDRESSED WITH TELE- ,
PHONE NUMBER (AND ADDRESS IF OTHER ....

.  . .  .  .  .

THAN IN ITEM-I) - . .

IS* Vol" 144 Iod' III, oily ' 4- ISO, 1011 It So* 48- S*I 3tI' 4111 6: 69' Itt

NC- A& 
-.--2--1 A -
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I i C. DATA FORMAT

This information is requested only for data (ransmitled on punched cards or magnetic tape.

Have one of your data processing specialists furnish answers either on the form or by attaching

equivalent readily available documentation. Identify the nature and meaning of all entries and ex-
plain any codes used.

1. List the record types contained in your file transmittal (e.g., tape label record, master, de-

tail, standard depth, etc.).

2. Describe briefly how. your file is organized.

3-13. Self-explanatory.

14. Enter the field name as appropriate (e.g., header information, temperature, depth, salinity.

15. Enter starting position of the field.

16. Enter field length in number columns and unit of measurement (e.g., bit, byte, character,

word) in unit column.

17. Enter attributes as expressed in the programming language specified in item 3 (e.g.,

"F 4.1," "BINARY FIXED (5.1)').

18. Describe field. If sort field, enter "SORT 1" for first, "SORT 2" for second, etc. If

field is repeated, state number of times it is repeated.

[ V.

I
NOAA FORM 24-1 AUSCOM-M.OC 44261 .P
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JC. DATA FZ MA I

COMPLETE "THI$ SECTION FOR PUNCHED CARDS OR TAPE, ..AGNETIC TAPE, OR DISC 5UEt.USSIOtlS.

I .L;S- - - y.'.:S CONTANED I THE TRAtNSM.ITTAL OF YOUR FILE
GI\. . ,OD OF iDENTIFYING EACH RECORO TYPE

2. GIVE BRIEF DESCRIPTION OF FILE ORGANIZATION.

3. ATTRIS2LTES AS EXPRESSED IN PL-1 ALGOL CO SOL

7 FRTRAN __________LANCU ACE

4. RESPONSIBLE COMPUTER SPECIALIST:

NAME AND PHONE NUMBER

ADDRESS

COMPLETE THIS SECTION IF DATA ARE ON MAGNETIC TAPE
5. RECORDING MODE 9. LENGTH OF INTER-

BCD BINARY RECORD GAP (IF KNOWN) __.3/4 INCH

ED ASCII E CDICEl

10. END OF FILE MARK
[] " I OCT AL17

6. NUMBER OF TRACKS 7_SEVEN
(CHANNELS) SEVEN

-- _ I. PASTE-ON-PAPER LABEL DESCRIPTION (INCLUDE
NINE ORIGINATOR NAME AND ;OME LAY SPECIFICATIONS

OF DATA TYPE. VOLUME NUMBER)

7. PARITY

" EVEN

S. DENSI'rY

200 BPI 1600 BPI

SSG DPI 12. PHYSICAL BLOCK LENGTH IN BYTES

:S00 IPI 13. LENGTH OF BYTES IN BITS

P4O A• rO 14 I )USCCMU.DC 4d4'?
NOAA -OR4 24.1b -
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jRECORD FORMAT DESCRIPTION

RECCRO NAME_
14 --- .-AKE 7.-OS~ O 1.L NG H ATTRIBUTES 8 S tD MANING

ee.: [IUNITS
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APPENDIX B

PROPOSED DATA DOCUMENTATION FORM, PART A

Existing form is recommended with the addition

of the following items:

Purpose of cruise

Estimate of percent data loss in profiles

sent to NODO

Independent variable

time, pressure or other (specify)

Standardization parameters reported
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PROPOSED DATA DOCUMENTATION FORM, PART 3

1. PARAMETER: Independent Variable 0
2. a. Units:

b. Target Accuracy:

3. SENSOR MANUFACTURER AND MODEL AND SERIAL NUMBER(S):

4. DATA LOGGING:

a. Manufacturer and Model and Serial Number(s):

b. Technique (i.e., period counting,
frequency counting, etc.):

c. Raw Data Sampling:

i. Sample interval:

ii. Sample rate:

5. DEPLOYMENT

a. Coupled to platform pitch and roll?

YES 0 , NOD (If "No" go to c)

b. Range of ship roll periods: to

c. Typical descent rate: high gradient:
low gradient:

d. Trace Reported:

downtrace only 0 uptrace only 0

either one, only 0 both, separatelyD

both, averaged 0 other 0

specify:

B-2
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6. TIME LAG CORRECTION

a. Performed? YES C, NOD (If "No" go to 7)

b. Indicate sequence of this step:

c. Performed on time series?

YESD, NOD (If "Yes go to e)

d. Performed on series of another independent
parameter. Name parameter:

e. Algorithm (Give reference, define variables)

7. DERIVATIONS

a. Is Parameter directly observable (i.e., not derived
from other observables)?

YES 0 , NO0 (If "Yes" go to 8)

b. Indicate sequence of this step:

c. Is derivation by analog computation?

YES 0, NO D

d. Is derivation by digital computation?

YES 0, NO0

e. Algorithm (Give reference, define variables)

I
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8. EDITING

a. Is any editing employed to remove suspect points?

YES C , NOCl (If "No" go to 9)

b. Indicate sequence of this step:

c. Is editing performed manually?

YESO , NOD (If "Yes" go to f)

d. Editing is performed automatically.

i. Absolute limits tested?

YES 0 , NO 0 , Range: to

ii. Incremental limits tested?

I, YES C , NOD0 , Range:____to _____

iii. Other procedure used?

YES 0 , NoD , (If "No" go to f)

e. Algorithm (Give reference, define variables)

f. (Only if this is the independent parameter)

i. Are non monotonic changes deleted?

YES 0 , NO ] , (If "No" go to 9)

ii. Algorithm (Give reference, define variables)

B-4
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9. SMOOTHING

a. Is any smoothing or averaging performed?

YES 0 , NO 0 (If "No" go to 10)

b. Indicate sequence of this step:__________

C. Performed on time series?

YES 0 , NO 0 (If "Yes" go to e)

d. Performed on series of another independent parameter.

Name parameter:__________ _______

e. Algorithm (Give reference, define variables)

10. CALIBRATION

a. Is any calibration procedure employed for this data?

-*YES 0 , NOD0 (If "No" go to 11)

b. Is any laboratory calibration performed.

YES 0 , NOD0 (If "No" go to d)

C. Indicate sequence of this step:__________

i. Installation:_________________

ii. Date:_____________________

.iii. Standard:___________ ______

(If temperature, IPTS '480 or IPTS '680)

iv. Results:___________________
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iml

d. Are water bottle (reversing thermometer)
comparisons made?

YES 0 , NOO (If "No" go to h)

e. Indicate sequence of this step:

f. How are bottles deployed?

i. Separate lowering 0
ii. Same lowering 0 Give spacings from STD/CTD:

iii. Command sampling[] Give distance from STD/CTD:
and indicate uptrace or downtrace:

.. iv. Other 0 Describe:

v. Derivation of water bottle measurement.
Algorithm (give references & define variables)

" g. How are comparisons used?
i. Number of comparisons per "calibration"

point:
ii. Results of comparison:_ _ _

I *iii. Are data corrected by these results?

YES 0 , NoD

I b. Are other techniques used (e.g., historical
potential temperature, salinity correlations)?

YES 0 NOD (If "No" go to 11)Igo
I B-6
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7__

1. indicate sequence of this step:____

* j. Specify technique (Give references)

k. Results
i. What were the results of the implemented

techniques:_________________

ii. Are data corrected by these results?

YESO 0 NOOC

11. INTERPOLATION

a. Are any points for this parameter interpolated?

YES 0 ,NOO (If "No" skip rest)

b. Indicate sequence of this step:__________

C. Algorithm (Give reference, define variables)

d., Are interpolated points indicated?

YES 0',NOO(

e. If so, how?:___________________
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PROPOSED DATA DOCUMENTATION FORM, PART C

No changes to existing form recommended at this

time.
0l

This form to be replaced by use of a standardized

application of GF3.

B-
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